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Voice Activity Detection Voice Activity Detection 
(VAD)(VAD)

Voice SilenceChange 
Point
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Phonemic SegmentationPhonemic Segmentation

Spectrogram, formants, Spectrogram, formants, 
Phonemic transcription (PRAAT, TIMIT)Phonemic transcription (PRAAT, TIMIT)
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•• Each cluster contains speech from only one speaker; Each cluster contains speech from only one speaker; 
•• Speech from the same speaker is gathered into the Speech from the same speaker is gathered into the 

same cluster.same cluster.

Speaker ClusteringSpeaker Clustering
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AssumptionsAssumptions

Speakers do not speak simultaneouslySpeakers do not speak simultaneously

No realNo real--time constraints (allow multitime constraints (allow multi--pass algorithms)pass algorithms)

Mutually independent and identically distributed dataMutually independent and identically distributed data

ShortShort-- time processing time processing 

Noise: additive, zeroNoise: additive, zero--mean and uncorrelated with the mean and uncorrelated with the 
clean speech (in orthogonal transforms DFT, DCT, KLT)clean speech (in orthogonal transforms DFT, DCT, KLT)
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Energy basedEnergy based Model basedModel based

•• use use energy thresholdsenergy thresholds and and 
heuristics to heuristics to ddetectetect silence silence 
periods in the audio streamperiods in the audio stream

•• easy to implement, feasy to implement, fast, ast, 
computationally efficientcomputationally efficient

•• online, realonline, real--time processingtime processing

•• not robust under noise, not robust under noise, 
misclassify fricatives, misclassify fricatives, 
clicking, artifactsclicking, artifacts

•• no direct connection no direct connection 
between boundaries and between boundaries and 
acoustic changesacoustic changes

•• assign statistical models assign statistical models 
to each acoustic classto each acoustic class

•• explore speech and noise explore speech and noise 
statistics and use a statistics and use a 
decision rule usually decision rule usually 
derived from LRTderived from LRT

•• sslow, complex, low, complex, 
computationally computationally 
intensive, intensive, offline offline 
applicationsapplications

•• good precision even in good precision even in 
low low SNRsSNRs

Speech Segmentation AlgorithmsSpeech Segmentation Algorithms

Metric basedMetric based

•• measure the measure the 
dissimilarity value dissimilarity value 
between two between two 
consecutive parts of the consecutive parts of the 
parameterized signalparameterized signal

•• slow, computationally slow, computationally 
intensive, offline intensive, offline 
applicationsapplications

•• good precision even in good precision even in 
low low SNRsSNRs

HybridHybrid
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HH00: : (x(x11,x,x22,...,,...,xxBB)~N()~N(µµZZ, , ΣΣZZ))
HH11: : (x(x11,x,x22,...,,...,xxAA)~N()~N(µµXX, , ΣΣXX)) & & (x(xA+1A+1,x,xA+2A+2,...,,...,xxBB)~N()~N(µµYY, , ΣΣYY))

Hypothesis Testing ProblemHypothesis Testing Problem

Y~N(μY,ΣY)
t

Z~N(μZ,ΣZ)

X~N(μX,ΣX)

1 2 A A+1 A+2 B

A feature vectors B-A feature vectors

. . . . . .

Window W1 Window W2
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LogLog--likelihood under the null hypothesislikelihood under the null hypothesis

LogLog--likelihood under the alternative hypothesislikelihood under the alternative hypothesis

LogLog--likelihoodslikelihoods
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LikelihoodLikelihood--ratio testratio test

Distance Measures (1)Distance Measures (1)
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KullbackKullback--LeiblerLeibler (KL)  divergence = relative entropy(KL)  divergence = relative entropy

Symmetric KL distanceSymmetric KL distance

For Gaussian random vectorsFor Gaussian random vectors

Distance Measures (2)Distance Measures (2)
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Information Criteria (1)Information Criteria (1)

Estimates of the KL distanceEstimates of the KL distance
–– AkaikeAkaike Information Criterion [AIC]Information Criterion [AIC]; Variants: ; Variants: 

Consistent AIC [CAIC], Quasi AIC [QAIC], Takeuchi Consistent AIC [CAIC], Quasi AIC [QAIC], Takeuchi 
information criterion [TIC]information criterion [TIC]

–– Holistic:Holistic: Competing models are assessed Competing models are assessed 
simultaneously and the best model is selected by simultaneously and the best model is selected by 
applying a single rule; No constraint that one model is applying a single rule; No constraint that one model is 
the the ““truetrue””..

Dimension Dimension consistent consistent criteria: criteria: 
–– Bayesian IC [BIC],Bayesian IC [BIC], Minimum Description Length Minimum Description Length 

(MDL), (MDL), HannanHannan--Quinn criterion.  Quinn criterion.  
–– Finds the true model, provided that such a model Finds the true model, provided that such a model 

exists and it is in the set of candidate modelsexists and it is in the set of candidate models
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AIC AIC 

where
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Similar to an LRT, but instead of maximizing the likelihood, Similar to an LRT, but instead of maximizing the likelihood, 
we average the likelihood over the parameterswe average the likelihood over the parameters

Best model: That with the highest posterior probabilityBest model: That with the highest posterior probability

Related to BICRelated to BIC

BayesBayes FactorFactor

BF Prior odds
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Penalized ML technique (Schwarz 1978). Selects the true Penalized ML technique (Schwarz 1978). Selects the true 
model asymptotically with probability 1. For model asymptotically with probability 1. For nn
observations:observations:

BIC can be derived as an approximation of the BFBIC can be derived as an approximation of the BF

The approximation is close, when the prior over the The approximation is close, when the prior over the 
parameters is the parameters is the unit information priorunit information prior, i.e. a multivariate , i.e. a multivariate 
normal prior with mean at the MLE and variance equal to normal prior with mean at the MLE and variance equal to 
the expected information matrix per observation. the expected information matrix per observation. 

BIC BIC 
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BIC for Multivariate Gaussian ObservationsBIC for Multivariate Gaussian Observations

When the covariance matrices are estimated by When the covariance matrices are estimated by sample sample 
dispersion matricesdispersion matrices

BIC is simplified to:BIC is simplified to:
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∆∆BIC for Multivariate Gaussian ObservationsBIC for Multivariate Gaussian Observations

The BIC varies between the two models (i.e. one The BIC varies between the two models (i.e. one 
Gaussian vs. two different Gaussians) byGaussian vs. two different Gaussians) by

Positive Positive ∆∆BIC values indicate that model transition from BIC values indicate that model transition from 
Z to (X,Y) Z to (X,Y) 
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DISTBIC for Multivariate Gaussian DISTBIC for Multivariate Gaussian 
ObservationsObservations

Audio 
acquisition

Window 
analysis

Feature 
Extraction

Speech 
modelling

Detect 
candidates

Verify 
candidates

MFCCMFCC GDGD GLR/KLGLR/KL BICBICSamplingSampling

2 steps
(iteration)

HammingHamming

Combination of  metricCombination of  metric--based segmentation  with the KL based segmentation  with the KL 
distance and the BIC modeldistance and the BIC model--based segmentation based segmentation 
((DelacourtDelacourt & & WellekensWellekens 2000).2000).
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ANIMATED EXAMPLEANIMATED EXAMPLE

DISTBICDISTBIC
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Feature extraction (MFCC, DCT, DFT, Feature extraction (MFCC, DCT, DFT, ……))

sequence of acoustic vectorssequence of acoustic vectors
d-dimensional vectors (multivariate Gaussians)

d

DISTBICDISTBIC
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Calculate dissimilarity distances of adjacent windowsCalculate dissimilarity distances of adjacent windows

DISTBICDISTBIC
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Sliding windowSliding window
Step size (resolution)

Distances of adjacent windows

Distance plot

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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Sliding windowSliding window

DISTBICDISTBIC
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…… until the end of the signaluntil the end of the signal

DISTBICDISTBIC
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Create Create Distance PlotDistance Plot (over time)(over time)

DISTBIC (step1: distance plot)DISTBIC (step1: distance plot)
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Determine Determine candidatecandidate change pointschange points (Heuristics)(Heuristics)

DISTBIC (smoothing)DISTBIC (smoothing)

HeuristicsHeuristics

-- select max values (vertical threshold) select max values (vertical threshold) 

-- discard peaks too close to each other (horizontal threshold)discard peaks too close to each other (horizontal threshold)
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Validate candidates using BICValidate candidates using BIC

DISTBIC (step2: validation)DISTBIC (step2: validation)

Dynamic windowing scheme. 
Measure similarities between windows defined by candidate points.
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding
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Validate candidates using BICValidate candidates using BIC

DISTBIC (validation)DISTBIC (validation)
Candidate accepted by BIC
Candidate discarded by BIC
Candidate discarded by thresholding



Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece 
55/103

Finally:Finally:

DISTBIC (validation)DISTBIC (validation)
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FA: False AlarmFA: False Alarm
MD: Missed DetectionMD: Missed Detection
OK: Correctly Found changeOK: Correctly Found change

EvaluationEvaluation

DISTBIC (Evaluation)DISTBIC (Evaluation)

FA OK OK MD OK OK
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PROBLEM (1)PROBLEM (1)
Covariance matrices have been estimated by sample Covariance matrices have been estimated by sample 
dispersion matrices.  dispersion matrices.  
Alternative estimators: Robust estimates (e.g. MAlternative estimators: Robust estimates (e.g. M--
estimates), regularized estimates), regularized MLEsMLEs..

Can we formulate efficiently BIC? Can we formulate efficiently BIC? 
SOLUTION: Simultaneous SOLUTION: Simultaneous diagonalizationdiagonalization of of 
covariance matrices covariance matrices ΣΣΧΧ and and ΣΣΖΖ as well as as well as ΣΣYY andand ΣΣΖΖ))
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Transformed BIC (1)Transformed BIC (1)
Standard BIC (for sample dispersion matrices)Standard BIC (for sample dispersion matrices)

Simultaneous Simultaneous diagonalizationdiagonalization

Transformed BICTransformed BIC
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Transformed BIC (2)Transformed BIC (2)
Let us introduce the centered feature vectors:Let us introduce the centered feature vectors:

thenthen
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Transformed BIC (3)Transformed BIC (3)

where 

∆BIC
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Computational cost (1)Computational cost (1)
Standard BICStandard BIC

Transformed BICTransformed BIC
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Computational cost (2)Computational cost (2)
Standard BICStandard BIC

Transformed BICTransformed BIC
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BICBIC--based Speaker Segmentationbased Speaker Segmentation

To improve performanceTo improve performance
–– estimate speaker utterance durationestimate speaker utterance duration
–– select the most efficient featuresselect the most efficient features
–– derive a new BIC formulationderive a new BIC formulation
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Speaker Segmentation SystemSpeaker Segmentation System
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PP--P plot (TIMIT subset)P plot (TIMIT subset)
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MFCC feature selection (1)MFCC feature selection (1)

Instead of trying to reveal the MFCC Instead of trying to reveal the MFCC ordeorder r 
that yields the most accurate results, an that yields the most accurate results, an 
MFCC MFCC subsetsubset that is more suitable for that is more suitable for 
detecting a speaker change is computeddetecting a speaker change is computed

From an initial set of 36 From an initial set of 36 MFCCsMFCCs, the 24 more , the 24 more 
suitable MFCCs are derived                                     suitable MFCCs are derived                                     
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Branch and bound, depthBranch and bound, depth--first search, and first search, and 
backtrackingbacktracking
Selection criterion Selection criterion 
Selected subset: 1, 3Selected subset: 1, 3--13, 16, 2213, 16, 22--29, 31, 33, 35, 3629, 31, 33, 35, 36
Used in conjunction with their deltaUsed in conjunction with their delta-- and deltaand delta--
delta coefficientsdelta coefficients

MFCC feature selection (2)MFCC feature selection (2)
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Evaluation metricsEvaluation metrics

FAR=
number of FA

number of ACP + number of FA
100%

MDR=
number of MD
number of ACP

100%

False Alarm Rate (FAR)False Alarm Rate (FAR)

FA= False Alarms, MD=Missed Detections, ACP=Actual Change PointsFA= False Alarms, MD=Missed Detections, ACP=Actual Change Points

Missed Detection Rate (MDR)Missed Detection Rate (MDR)

high value of FAR high value of FAR --> over> over--segmentation of the speech signal segmentation of the speech signal 
high value of MDR high value of MDR --> algorithm does not segment the si> algorithm does not segment the siggnal properlynal properly



Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece 
69/103

Evaluation metrics (2)Evaluation metrics (2)
Precision (PRC) and Recall (RCL)Precision (PRC) and Recall (RCL)

CFC=Correctly Found ChangesCFC=Correctly Found Changes
DET= Changes detected by the systemDET= Changes detected by the system
ACP=Actual Change PointsACP=Actual Change Points

FF11--measure (Fmeasure (F11))

FF11: overall objective effectiveness of the system: overall objective effectiveness of the system

  
PRC =

CFC
DET

100%     RCL =
CFC
ACP

100%

F1 =
2⋅PRC⋅RCL
PRC+RCL
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Experimental resultsExperimental results
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Performance comparisonPerformance comparison
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PROBLEM (2)PROBLEM (2)
The binary hypothesis test for phonemic The binary hypothesis test for phonemic 
segmentation requires small windows.segmentation requires small windows.

Phone durations: are short as 10Phone durations: are short as 10--20ms 20ms --> need for > need for 
efficient signal modelling at this levelefficient signal modelling at this level
-- GD is not a good fit for speech in small frame sizes.GD is not a good fit for speech in small frame sizes.
-- What about noisy speech ?What about noisy speech ?
SOLUTION: model noisy speech with Generalized Gamma SOLUTION: model noisy speech with Generalized Gamma 
(G(GΓΓD)D)

Use GΓD for GLRT tests in the first pass of DISTBIC 
(DISTBIC-Γ)
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Gaussian Distribution (GD)Gaussian Distribution (GD)

µµ = mean= mean
σσ = standard deviation= standard deviation

Laplace Distribution (LD)Laplace Distribution (LD)

µµ = location = location 
bb = scale= scale

Speech Distributions (1)Speech Distributions (1)

  
f (x; m, b) =

1
2b

e

|x−µ|
b

  
f (x;µ,σ ) =

1
σ 2π

e
−

x2

2
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Gamma Distribution (Gamma Distribution (ΓΓD)D)

kk>0 : shape>0 : shape
θθ>0 : scale>0 : scale

GazorGazor (2003), Shin (2005), (2003), Shin (2005), 
Martin (2005), Nakamura (2002),  and others:Martin (2005), Nakamura (2002),  and others:
ΓΓD > LD > GD (in speech signals)D > LD > GD (in speech signals)

  
f (x; k ,θ ) = xk−1 e−x /θ

θkΓ(k )
, x > 0

Speech Distributions (2)Speech Distributions (2)
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Generalized Gamma Generalized Gamma 
Distribution (GDistribution (GΓΓD)D)

special cases: GD (special cases: GD (cc=2, =2, aa=0.5), =0.5), 
LD (LD (cc=1, =1, aa=1), =1), ΓΓD (D (cc=1, =1, aa=0.5), =0.5), 
WeibullWeibull, etc, etc

  
fx (x) =

cba

2Γ(a)
| x |ac−1 e−b|x |c

((aa: scale, : scale, b,cb,c: shape): shape)
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Maximum Likelihood Estimation Maximum Likelihood Estimation 
(MLE) of G(MLE) of GΓΓD parametersD parameters

System of nonlinear equationsSystem of nonlinear equations

Digamma function
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Gradient Ascend AlgorithmGradient Ascend Algorithm
Let ξ be a forgetting factor and µ be the learning rate

Start with an initial set of parameters and  iterate for i

Monotonically Monotonically 
increasing increasing 
function of  function of  ââ(i(i))
(use an inverse (use an inverse 
table)table)
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PROBLEM (3)PROBLEM (3)
The binary hypothesis test for phonemic segmentation The binary hypothesis test for phonemic segmentation 
requires small windows.requires small windows.

Phone durations: are short as 10Phone durations: are short as 10--20ms 20ms 
BIC underperforms for  few observationsBIC underperforms for  few observations
SOLUTION: use criteria corrected for small samples.SOLUTION: use criteria corrected for small samples.

Histograms of phone (vowel, consonant) durations
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BIC CriticismBIC Criticism

BIC+C also approximates 2 BIC+C also approximates 2 lnln BF, for any BF, for any 
constant Cconstant C
While the BIC target model does not depend While the BIC target model does not depend 
on the sample size on the sample size nn, the  parameters, which , the  parameters, which 
can be reliably estimated do depend on can be reliably estimated do depend on nn
n n can be replaced by:can be replaced by:
–– the number of observed statistics per parameter;the number of observed statistics per parameter;
–– the rate at which the Hessian matrix of the logthe rate at which the Hessian matrix of the log--

likelihood growslikelihood grows
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LogLog--likelihood in BIC (1) likelihood in BIC (1) 
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LogLog--likelihood in BIC (2) likelihood in BIC (2) 
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BIC corrected for smallBIC corrected for small--samples samples 
(BICC)(BICC)

• Tremblay and Wallach (2004)
• DISTBICC-Γ



Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece 
83/103

BoIlenBoIlen’’ss approximation of BF approximation of BF 
(ABF(ABF--2)2)

•DISTABF2-Γ



Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece Dept. of Informatics, Aristotle Univ. of Thessaloniki, Greece 
84/103

BoIlenBoIlen’’ss approximation of BF approximation of BF 
(ABF(ABF--2) for G2) for GΓΓDD
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Revised DISTBICRevised DISTBIC

DISTBICDISTBIC--ΓΓ = DISTBIC with G= DISTBIC with GΓΓD priorsD priors

DISTBICCDISTBICC--ΓΓ= BICC instead of BIC, = BICC instead of BIC, GGΓΓD instead of GDD instead of GD

DISTABF2DISTABF2--ΓΓ= ABF2 instead of BIC, G= ABF2 instead of BIC, GΓΓD instead of GDD instead of GD

2 steps
(iteration)

Audio 
acquisition

Window 
analysis

Feature 
Extraction

Speech 
modelling

Detect 
candidates

Verify 
candidates

MFCCMFCC
GGΓΓDD

GLRGLR
BICC, ABF2BICC, ABF2

SamplingSampling HammingHamming GGDD BICBIC
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Datasets: M2VTS and TIMIT. PreDatasets: M2VTS and TIMIT. Pre--existing handexisting hand--labeling.labeling.

Compare DISTBICCompare DISTBIC--ΓΓ, , DISTBICCDISTBICC--ΓΓ, , DISTABF2DISTABF2--ΓΓ against against 
DISTBIC.DISTBIC.

Phone boundaries detection. 20ms tolerance (human Phone boundaries detection. 20ms tolerance (human 
error).error).

Additive noise (white, babble) at various Additive noise (white, babble) at various SNRsSNRs (20dB, (20dB, 
10dB, 5dB). NOISEX10dB, 5dB). NOISEX--92 database.92 database.

ExperimentsExperiments
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Results (M2VTS)Results (M2VTS)
F1-measure values for M2VTS
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Results (TIMIT)Results (TIMIT)
F1-measure values for TIMIT
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Results (NTIMIT)Results (NTIMIT)
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DET curve (NTIMIT)DET curve (NTIMIT)
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AICC AICC 

small-sample corrected AIC (AICC)

Hurvich and Tsai (1989); Cavanaugh (1997);
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BozdoganBozdogan’’ss Information Information 
Complexity Criterion (ICOMP)Complexity Criterion (ICOMP)

• Penalizes the interdependence between the  parameters  by
estimating the covariance  complexity of the model

• Offers a judicious balance between GoF, model complexity, 
and accuracy of the parameter estimates

• IFIM can be approximated by a Monte Carlo resampling
method (Spall) 2004. 

Penalizes ellipsoidal dispersion
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PROBLEM (4)PROBLEM (4)

Robust estimates of the covariance matrix? Robust estimates of the covariance matrix? 
SOLUTION: Use an MSOLUTION: Use an M--estimator; The minimum covariance estimator; The minimum covariance 
determinant estimator (MCD)determinant estimator (MCD)

Fast MCD: Rouseeuw and Van Driessen (1999)
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PROBLEM (5)PROBLEM (5)
Robust versions of AIC and BIC Robust versions of AIC and BIC 

See discussion Almpanidis et al. (2009)
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Experimental results (NTIMIT)Experimental results (NTIMIT)
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ROC curves (NTIMIT)ROC curves (NTIMIT)
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Average FAverage F11 rates for phoneme transitionsrates for phoneme transitions
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Speaker Speaker DiarizationDiarization
Speaker Speaker diarizationdiarization: Speaker segmentation followed by speaker : Speaker segmentation followed by speaker 
clustering.clustering.
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Spectral Graph TheorySpectral Graph Theory

The top 20 eigenvalues of I−Lnorm for two 
sound files.  The vertical line indicates the actual 
number of speakers, which coincides with the 
drastic drop in the magnitude of the eigenvalues.
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Performance evaluation (1)Performance evaluation (1)
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Performance evaluation (2)Performance evaluation (2)
Movie Dialogue Database:

MDE RT-03 Training Data Speech Corpus subset:
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Modelling the speaker utterance and selecting features Modelling the speaker utterance and selecting features 
within BIC improves speech segmentation.within BIC improves speech segmentation.

The Generalized Gamma model is a more adequate The Generalized Gamma model is a more adequate 
model for the noisy speech than the Gaussian one. model for the noisy speech than the Gaussian one. 
Offline DISTBICOffline DISTBIC--ΓΓ = DISTBIC + G= DISTBIC + GΓΓDD offers boffers better etter 
discriminative ability for phone segmentation.discriminative ability for phone segmentation.

ABF2 and BICC yield better results than BIC for phone ABF2 and BICC yield better results than BIC for phone 
segmentation. ICOMP and its robust variant ICOMPsegmentation. ICOMP and its robust variant ICOMP--R R 
provide the best results for phone segmentation.provide the best results for phone segmentation.

Spectral graph theory improves speaker Spectral graph theory improves speaker diarizationdiarization..

Conclusions Conclusions -- DiscussionDiscussion
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