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Abstract—Convolutional Neural Networks (CNNs) have re-
cently been introduced for addressing copy-move forgery detec-
tion (CMFD). However, current CMFD CNN-based approaches
have insufficient performance commitment regarding the local-
ization of the positive class. In this paper, this issue is explored
by considering both linear and nonlinear interactions between
pixels. A nonlinear Inception module based on second-order
Volterra kernels is proposed, in order to ameliorate the results of
a state-of-the-art CMFD architecture. The outcome of this work
shows that a combination of linear and nonlinear convolution
kernels can make the input foreground and background pixels
more separable. The proposed approach is evaluated on CASIA
and CoMoFoD, two publicly available CMFD datasets, and
results to an improved positive class localization performance.
Moreover, the findings of the proposed method imply that
the nonlinear Inception module stimulates immense robustness
against miscellaneous post processing attacks.

I. INTRODUCTION

Copy-move forgery detection (CMFD) aims to detect and
localize cloned regions into the same image. This includes the
detection and localization of three distinguished categories of
pixels: 1) the source, i.e., the pixels that have been copied,
2) the target, i.e., the pixels that have been pasted and 3) the
background, or pristine pixels (Fig. 1).

In reference to image forgery detection, CMFD has lately
been an active research area, due to the difficulties arising from
the genuine similarities between regions of the same image.
While the detection of the target object may come from a
straightforward solution, the identification of the source object
is a challenging process, since it has similar statistical values
with the rest of the pristine image patches [1]. Furthermore,
besides pure copy-move manipulation attacks, where an object
is just copied and pasted into the same image, additional
complexity is often introduced by post processing attacks
applied to the target object, or the entire forged image.

Thus far, CMFD has primarily been approached by block-
based and keypoint-based methods, with end-to-end deep
CNN-based solutions being a fresh entry to the field. Although
the so far existing CMFD methods have achieved sufficient
results on the detection of copy-move attacks on an image
level, their localization performance on a pixel level is still
inadequate on benchmark datasets, leaving the localization of
cloned objects an open research topic.

Concurrently, taking advantage of research findings of neu-
roscience, confirming the existence of nonlinear operations in
the response of visual cells, progress has also been achieved in

various computer vision tasks which make use of the Volterra
theory [2]. In [3], the limited expressiveness of the linear
convolution operation has inspired the adoption of second-
order Volterra kernels for an image classification task, where
both the linear and quadratic interactions between input image
pixels are exploited, enriching the properties of convolution
kernels. Furthermore, Volterra filters have been used for action
detection in videos in a nonlinear fusion of the spatial and
temporal streams [4]. However, despite the fact that Volterra
filters have shown encouraging performance over conventional
CNNs, their high complexity has been a constraining factor to
their wider use.

In this paper the advantages of end-to-end deep learn-
ing CMFD architectures are combined with the extended
expressiveness of nonlinear convolutions. A state-of-the-art,
end-to-end deep learning CMFD method [5] is fine-tuned
and the manipulation and copy-move extracted features are
nonlinearly fused, through a Volterra-based Inception module.
The novelties of the proposed method are:

• The incorporation of Volterra-based convolutions in an
Inception module, where both low and high-level features
are captured, while both linear and nonlinear interactions
between the input pixels are cooperatively considered
during training.

• A training strategy proposition where Volterra convolu-
tions are fully exploited with a clear-cut overall complex-
ity, preventing excessive overparameterization.

The rest of this paper is arranged as follows: In section
II, CMFD related approaches are described. In section III, the
proposed method is outlined, in alignment with the mathemat-
ical basis behind the Volterra theory. Details about the training
strategy and implementation of the proposed method are
illustrated in section IV, while in section V the experimental
results of the proposed method are presented for CASIA and
CoMoFoD datasets. Finally, in section VI, conclusions over
this work are drawn.

II. RELATED WORK

CMFD approaches usually consist of three major steps: 1)
feature extraction, 2) feature matching and 3) postprocessing
techniques applied to the matched features, where the source
and target objects are seen as a whole, in an attempt to enhance
the localization of the positive class (forged pixels) ([6], [7]).
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Fig. 1. Image under copy-move attack. The binary mask illustrates the positive
class (white pixels) and the negative class (black pixels)

Many CMFD approaches have been proposed that follow
block-based methods, where the input image is divided into
overlapping patches. The feature extraction process has been
addressed by a variety of methods, including DAFMT [8],
DWT [9], DCT [10], Zernike moments [11], PCET[12],
PCT[13] and RORHFMs [14]. For the matching process, the
different blocks are compared based on their similarity and
the most similar blocks are decided.

Key-point based solutions are also commonly used for
CMFD, with the image being examined for dissimilar regions,
in an attempt to localize unusually intense positions. The most
common techniques used for feature extraction include scale
invariant feature transform (SIFT)([15],[16],[17]), speeded-up
robust features (SURF) ([18],[19],[20]) and ORB [21]. The
feature matching in key-point based methods is based only on
the detected regions, thus their performance is generally better
than the block-based methods. In [22], a hybrid framework for
CMFD is proposed, where the feature extraction is based on a
key-point and the feature matching on a block-based method.

Some deep learning architectures for CMFD have also
been proposed. In [23], a DNN is used for feature extraction
based on convolutional kernels, while in [24], a DNN-based
patch classifier is proposed, for the detection of cloned image
regions. However, the aforementioned approaches bear the
drawback that the three steps have to be confronted indepen-
dently and as a result, their optimization is complex. Moreover,
regarding the key-point-based and block-based approaches,
the feature extraction methods followed are mostly attack-
dependent, since most of them have been implemented for
detecting copy-move forgeries under explicit postprocessing
attacks.

To address these issues, some end-to-end deep learning
CMFD methods have lately been introduced which, in contrast
to the previously mentioned solutions, can directly be opti-
mized ([25], [5]). BusterNet [5] is an end-to-end deep learning
CMFD model following a two-branch architecture. It consists
of two segmentation submodels, a Manipulation Detection
(Mani-Det) and a Similarity Detection (Simi-Det) branch.
The auxiliary branches are responsible for the extraction of
manipulation (only target object) and copy-move (source-
target objects) features, accordingly. The manipulation and
copy-move features are concatenated and fused through an
Inception module, to finally produce a three-class copy-move
mask, distinguishing source, target and background pixels.

III. ROBUSTERNET: IMPROVING CMFD WITH
VOLTERRA-BASED CONVOLUTIONS

With the focus on improving the localization performance
of CMFD CNN-based solutions, this work aims to make use
of the expressiveness of second-order Volterra kernels. Since
Volterra convolutions have shown improvements over image
classification tasks, the proposed approach is based on the
hypothesis that Volterra convolutions can also ameliorate the
results of segmentation-based architectures. Hence, applying
this hypothesis to CMFD, the main goal of this work is the
exploration of how the nonlinear operations that take place in
a receptive field can affect the detection and localization of
cloned objects.

The proposed method follows the architecture of BusterNet
[5], a state-of-the-art, end-to-end deep learning CMFD archi-
tecture. A nonlinear layer which makes use of the second-order
Volterra kernels is implemented following [3] and incorporated
into a fine-tuning process, where the initial BusterNet Fusion
component is replaced by the proposed Volterra Inception
module. Thus, RobusterNet, a refined version of BusterNet
is introduced, which nonlinearly fuses the manipulation and
copy-move extracted features.

A. Volterra-based Convolutions

The Volterra series are built upon terms of infinite orders.
However, the complexity that comes up from the multiplicative
operations that take place between the Volterra kernels and
the input image pixels, has been a restraining factor for the
adaptation of Volterra-based convolutions. Thus, related works
principally adopt truncated versions of the Volterra series, as
in [3], where the second-order Volterra kernels are employed.

A conventional CNN consists of linear convolution filters.
Given an input image patch I ∈ Rdh×dw , reshaped as a vector
x ∈ RN :

x =
[
x1 x2 . . . xn

]T
(1)

with n = dh ·dw, where dh and dw the height and width of
the patch in pixels respectively and a linear convolution kernel
wT

1 , the output of the convolution operation is computed by:

y(x) = wT
1 · x+ b (2)

where (·)T the transpose operator. The kernel wT
1 is a vector

of n elements, x is the vectorized image patch with n pixels
that the filter is convolved with, and b is the bias.

A linear convolution filter that takes part in the Volterra
series is called the first-order Volterra kernel. The input-output
function depicting the second-order Volterra filters is written
as:

y(x) = xT ·W2 · x+wT
1 · x+ b (3)

where for the quadratic term, W2 is the second-order
Volterra kernel containing n2 · n2 elements, while x is the
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same vectorized image patch that both the linear and quadratic
filters are convolved with. The first-order Volterra kernel wT

1

carries the coefficients of the linear filter’s term, while the
second-order Volterra kernel W2 carries the coefficients of
the filter’s quadratic term. The indices (i, j) agree with the
spatial positions of the input pixels (xi, xj):

wT
1 =

[
w1

1 w1
2 . . . w1

n
]

(4)

W2 =


w2

1,1 w2
1,2 · · · w2

1,n

w2
2,1 w2

2,2 · · · w2
2,n

...
...

. . .
...

w2
n,1 w2

n,2 · · · w2
n,n

 (5)

As stated in [3], in order to tangle the Volterra series
into a learning process, the Volterra convolutions have to
be implemented as a nonlinear convolutional layer. Hence,
the typical backpropagation strategy is adapted to Eq. 3 for
the derivation of the equations regarding the backward pass
of the Volterra convolutions. The gradients of the layer’s
output y(x) are computed with regard to the weights w1

i

and w2
i,j , for training the weights of the Volterra kernels.

The terms ∂y
∂w1

i , ∂y
∂w2

i,j and ∂y
∂xi

are used for propagating the
error, with regard to the layer’s inputs xi, and optimizing the
weight parameters of the Volterra-based convolutional layer.
The equations describing the backpropagation scheme are
written as:

∂y

∂w1
i
= xi

∂y

∂w2
i,j

= xixj (6)

∂y

∂xi
= w1

i +

i∑
k=1

(
w2

k,ixk

)
+

n∑
k=i

(
w2

i,kxk

)
(7)

B. Volterra Inception Module

A Volterra convolution layer can essentially be adopted to
all CNN architectures. In [3], a Volterra layer was plugged into
a Wide ResNet as the first layer of the network, preventing the
overparameterization that would be caused if the layer was
plugged deeper into the network. It is well-known that the
first convolutional layers of CNN architectures learn low-level
features. Nonetheless, the second-order Volterra convolutions
in [3] have shown notable performance improvement. In this
work, the possibility that a Volterra-based convolutional layer
plugged deeper into a CNN can enrich high-level features as

TABLE I
NUMBER OF PARAMETERS

Architecture Total number of parameters

BusterNet 15.526.813
RobusterNet 15.552.313

Fig. 2. RobusterNet Overview. The dashed blocks are frozen during training

well is also explored. Along these lines, the Volterra-based
layer is plugged into an Inception module, used for nonlinearly
fusing features extracted from BusterNet’s Mani-Det and Simi-
Det branches. For details regarding the method followed for
the extraction of manipulation and copy-move features, the
reader may refer to [5].

By plugging our layer into an Inception module, the learning
capacity of the proposed model gets wider. Instead of choosing
a single kernel size, Volterra-based convolutions with three
different kernel sizes (1x1, 3x3, 5x5) are performed for multi-
level feature extraction, since in a typical Inception module the
convolutions are performed on the same level of the network.
This is beneficial for the reduction of the overall complexity
that the nonlinearities introduce to the model. Moreover, the
multi-level feature extraction that is induced by the different
filters of a typical Inception module is further enhanced.
Thus, both low and high-level features are captured, while
both linear and quadratic interactions between the input pixels
are conjointly considered during the fusion of the extracted
features.

The architecture of RobusterNet (Fig. 2) can be described
as follows: 1) The extracted features from Mani-Det and
Simi-Det branches are merged and normalized through a
Concatenation and Batch Normalization layer, respectively. 2)
The concatenated features are fused through the BN-Volterra-
based Inception module and 3) The fused features are sent to
a Conv2D layer, for the prediction of three-class masks.
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TABLE II
PIXEL LEVEL EVALUATION ON CASIA AND COMOFOD

CASIA

Methods [11] [6] [7] [25] [5] Proposed
Precision 0.227 0.370 0.249 0.239 0.557 0.522
Recall 0.133 0.001 0.268 0.137 0.438 0.525
F-measure 0.164 0.002 0.254 0.146 0.455 0.487

CoMoFoD

Methods [11] [6] [7] [25] [5] Proposed
Precision 0.457 - 0.399 0.362 0.573 0.538
Recall 0.343 - 0.476 0.404 0.493 0.579
F-measure 0.373 - 0.418 0.311 0.492 0.516

For the proposed method, overparameterization caused by
the nonlinear operations is omitted, by incorporating the
Volterra-based Inception module into a fine-tuning process,
where the Mani-Det and Simi-Det modules are frozen during
training. Despite the complexity of nonlinear convolutions,
the proposed method outperforms former methods on the
localization performance by only increasing the number of
parameters by 5K. The precise number of parameters for both
BusterNet and RobusterNet are illustrated in Table I.

IV. TRAINING STRATEGY AND IMPLEMENTATION DETAILS

A. Training Strategy

The learnt weights of BusterNet are kept as initial parame-
ters to the proposed model. Mani-Det and Simi-Det branches
are frozen and BusterNet is fine-tuned with a Volterra-based
Inception module. Since the proposed method is used for fine-
tuning, only a small amount of images is sufficient for training.
Thus, RobusterNet is trained on 1000 images from USCISI-
CMFD-Full training dataset 1.

Initially, RobusterNet is trained with Adam and a low
learning rate of 1 · 10−5. The loss function to be minimized
is the categorical cross entropy, as in [5]. After 10 epochs
of very low loss improvement (< 1 · 10−5), the learning rate
is increased by dividing the current learning rate by 1 · 10−1.
This process continues until the highest learning rate for which
the loss is still improving is found. This scheduling strategy
ensures that overfitting is prevented at the beginning of the
fine-tuning. Moreover, with a low learning rate the gradients
are controlled, until the optimal learning rate which evokes a
faster convergence is found.

B. RobusterNet Implementation Details

The nonlinear convolution layer is implemented in Keras.
Initially, the linear and nonlinear kernels of Eq. 4 and Eq. 5
are created and initialized as in [3]. The linear part of Eq.
3 is computed by the built-in convolution operation of Keras
backend, while for the nonlinear part, a built-in operation (i.e.,
einsum) is used for modeling the second-order Volterra filter
based on Einstein summation conventions. 2

1https://github.com/isi-vista/BusterNet
2Code available at https://github.com/efkaf/RobusterNet

TABLE III
CORRECTLY DETECTED COMOFOD IMAGES

Attack [26] [11] [22] [20] [23] [7] [25] [5] Proposed

Base 53 90 102 88 97 93 53 117 139
BC1 - 91 - - - 94 50 116 139
BC2 - 89 - - - 94 53 115 136
BC3 42 89 99 90 94 88 48 109 132
CA1 - 93 - - - 98 50 117 139
CA2 - 93 - - - 96 50 116 139
CA3 45 92 99 90 94 96 48 116 141
CR1 44 92 90 82 72 97 51 117 139
CR2 - 91 - - - 95 50 116 139
CR3 - 90 - - - 92 54 116 137
IB1 - 90 91 94 104 91 53 113 126
IB2 47 87 - - - 88 32 98 113
IB3 - 84 - - - 84 26 93 107
JC1 - 43 - - - 69 18 60 86
JC2 - 63 - - - 73 21 77 94
JC3 - 72 - - - 75 26 86 104
JC4 5 73 - - - 77 29 103 120
JC5 - 76 - - - 81 38 99 118
JC6 - 80 - - - 83 33 101 121
JC7 - 86 - - - 87 42 107 123
JC8 - 88 - - - 92 42 109 128
JC9 - 81 89 31 78 87 36 106 119
NA1 - 24 - - - 41 38 100 123
NA2 3 42 - - - 66 39 102 120
NA3 - - - - - - - 124 131

Total 239 1899 570 475 539 2037 980 2633 3113

V. EVALUATION

The proposed method is evaluated on two levels: 1) on
its localization performance, i.e., its ability to discriminate
between foreground and background pixels and 2) on its
robustness against various postprocessing attacks. Both source
and target objects are labeled as forged, so that our method
can be compared with other CMFD approaches. The results
of the compared methods are reported in line with [5].

A. Evaluation Datasets

Two benchmark CMFD datasets are used for the evalu-
ation of our method. CASIA is a mixed splice and copy-
move dataset, while CoMoFoD [26] is a copy-move dataset
where besides clean copy-move manipulation (object cloning),
images with postprocessing attacks are also available. The
proposed method is evaluated on 1313 CASIA and 5000
CoMoFoD copy-move samples provided by [5].

B. Evaluation Metrics

The proposed method is evaluated on a pixel level. We
compute per image precision, recall and F-measure and their
mean values over the entire dataset are reported. The precision
metric (Eq. 8) corresponds to the proportion of the predicted
forged pixels that are actually forged, while the recall metric
(Eq. 9) indicates the proportion of the actual forged pixels that
the model predicted as forged. The F-measure (Eq. 10) is a
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Fig. 3. F-measure over postprocessing attacks on CoMoFoD

metric combining precision and recall and is a useful criterion
in cases of unbalanced class distribution, such as CMFD on
images with a large number of negative class pixels. This
evaluation protocol is reported for both CASIA and CoMoFoD
datasets for all the methods available in [5] for he respective
datasets.

Moreover, to better capture the behaviour of second-order
Volterra kernels, our method’s robustness against CoMoFoD
images that suffer from postprocessing attacks is explored,
as in [5]. An image is counted as correctly detected, if its
F-measure is higher than 0.5. Thus, the number of correctly
detected images for the total of 5000 samples in 25 different
attacks is reported.

Precision =
TruePositive

TruePositive+ FalsePositive
(8)

Recall =
TruePositive

TruePositive+ FalseNegative
(9)

F −measure = 2 · Precision ·Recall

Precision+Recall
(10)

C. Localization Performance Analysis

Table II shows the localization performance of the proposed
method for CASIA and CoMoFoD datasets respectively. The
results for method [6] are not explicitely reported in [5] for
CoMoFoD. RobusterNet outperforms the compared methods

with a pixel level recall increment of ∼ 9%, causing a slight
detriment to precision. However, the improvement over recall
is the factor causing an improved F-measure which contributes
significantly to the proposed method’s robustness against post
processing attacks, presented in subsection D. The high recall
increment shows that RobusterNet has identified a higher
proportion of forged pixels among the total number of forged
pixels over the entire dataset, than the compared methods.

Given the fact that the inputs to the proposed Volterra
Inception module were features extracted from Mani-Det and
Simi-Det branches, this score implies that the nonlinear fusion
has made a rectifying decision for 9% of the positive class
pixels.

Furthermore, the CoMoFoD samples used for measuring
precision, recall and F-measure for Table II are mainly images
under postprocessing attacks, excluding only the base category
(200 out of 5000 images). Thus, the results over CoMoFoD
also indicate a better generalization ability.

D. Robustness Analysis Against Postprocessing Attacks

RobusterNet’s performance against postprocessing attacks
is evaluated on 5000 CoMoFoD samples. Each one of the 25
different categories of CoMoFoD contains 200 images. The
different attacks include plain copy-move (Base), brightness
change (BC), contrast adjustment (CA), color reduction (CR),
image blurring (IB),JPEG compression (JC), and noise adding
(NA) [26]. Finally, the different category names are marked
with numbers, indicating the parameters used for the attack.
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Table III illustrates our method’s performance against the
total of 5000 CoMoFoD samples, including the base category.
For the attack NA3 results were not explicitely reported in [5].
The total number of correctly detected images outperforms the
state-of-the-art by 480 images, implying a strong ability of
localization performance, regardless of the type of attack.

For Fig. 3 only the postprocessed images of CoMoFoD
were considered. It is clear that RobusterNet has an im-
proved F-measure for all the types of attacks. Even in JPEG
compression (JC) and image blurring (IB) where BusterNet
was not exceptionally better than the compared methods,
RobusterNet has a distinctly better performance. The Volterra
Inception module proves to be immensely robust against post
processing attacks, still managing to detect the positive pixels,
disregarding transformations such as the brightness, noise or
blurring of the inspected image.

VI. CONCLUSION

In this work, a Volterra-based Inception module for CMFD
is introduced. It is shown that the linear and quadratic in-
teractions between the input pixels increase the localization
performance of the cloned objects, i.e., the foreground and
background pixels become more separable. Furthermore, the
performed experiments validate that Volterra convolutions
have a strong localization ability, regardless of the existence
of postprocessing attacks.

For the proposed method the Volterra convolutions have
been employed into a fine-tuning process and as a result
the high overall complexity was omitted. However, it is
noteworthy that, although the error was not propagated to the
feature extraction branches, our method still achieved a recall
increment of ∼ 9%, when compared to BusterNet. This rec-
tifying behavior can be further explored as a fast solution for
improving the performance of well-established segmentation
architectures. Furthermore, the proposed approach proves to be
insensitive to post processing attacks by a quite large margin
when compared to state-of-the-art methods. Hence, nonlinear
convolutional filters can be used for fine-tuning other image
manipulation detection architectures, which may be deprived
of their ability to localize the manipulated areas, due to post
processing attacks.
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