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Abstract. With the increasing prevalence of AI, significant advancements have 

been made across various domains, such as healthcare, learning, industry, etc. 

However, challenges persist in terms of trusting and comprehending the out-

comes generated by these technologies. Specifically in the language learning 

domain, teachers face challenges regarding the classification of the students’ 

learning capabilities and build the appropriate learning path for them. To ad-

dress these challenges, the concept of Explainable Artificial Intelligence (XAI) 

was adopted, which is a set of processes and methods that allows human users 

to interpret, understand and trust the results derived from machine learning 

models. In this study, we adopt two well-known XAI algorithms, PFI and 

SHAP in a proposed Knowledge Generation Model equipped with ML models 

to derive hidden knowledge. The whole framework has been applied and evalu-

ated on the Language Learning Classification of Spanish Tertiary Education 

Students acquired from the CEDEL2 database. The analysis concludes that in 

terms of explaining the black-box models, the SHAP model-agnostic method is 

the most comprehensive and dominant for visualizing feature interactions and 

feature importance and be applicable to any type of data. 
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1 Introduction 

Language Learning (LL) is a fundamental aspect of human development, enabling 

individuals to communicate, express themselves, and understand the world around 

them [1]. It is a complex and ongoing process that begins at birth and continues 

throughout life. Through interactions with others, individuals acquire linguistic skills, 

comprehend grammar and vocabulary, and develop the ability to communicate effec-

tively [2]. Linguistic scientists have devoted extensive efforts to study the mecha-

nisms and patterns underlying language acquisition, seeking to uncover the cognitive 

processes involved and the factors influencing language learning outcomes [1]. 

On the other hand, in recent years, the field of Artificial Intelligence (AI) has expe-

rienced remarkable advancements, revolutionizing various domains with its predictive 
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and analytical capabilities [3]. It has found applications in diverse domains, ranging 

from natural language processing to computer vision and speech recognition [4] [5]. 

Simultaneously, the field of Machine Learning (ML) has witnessed tremendous 

growth and popularity in the realm of Artificial Intelligence (AI) [6]. ML techniques 

enable the development of predictive and descriptive models that can analyze vast 

amounts of data, extract patterns, simulate and understand complex systems and hu-

man behaviour as well as make informed decisions [4] [5] [7].  

However, the black-box nature of many ML models has raised concerns about their 

transparency and interpretability [7]. As ML algorithms become more powerful and 

pervasive, the need for Explainable AI (XAI) has become paramount. XAI encom-

passes a set of processes and methods that enable human users to comprehend and 

trust the results and outputs generated by ML algorithms [8]. It aims to provide in-

sights into how an AI model operates, its anticipated impact, and potential biases. By 

promoting model accuracy, fairness, transparency, and interpretability, XAI contrib-

utes to more informed AI-powered decision-making [9]. 

The interwind between Language Learning and Machine Learning has attracted 

significant attention from researchers and practitioners, as both fields share common 

goals of understanding and modeling human behavior [10]. ML techniques can stress 

language learning processes by providing personalized learning experiences, automat-

ed language assessment, and intelligent tutoring systems [8] [9].  

In this paper, our research objective is to explore the application of XAI methodol-

ogies in the context of language learning. Specifically, we employ the proposed inter-

active and iterative Visual Analytics framework [11]  along with the two well-known 

XAI methods, namely the Permutation Feature Importance (PFI) [12] and SHapley 

Additive exPlanations (SHAP) [13]. These techniques offer interpretability by assign-

ing importance scores to features and providing explanations for individual predic-

tions. The goal is to classify Spanish Tertiary Education Learners in terms of their 

performance relied on general characteristics and their learning profile using machine 

learning techniques and discover knowledge and patterns that are hidden in the data. 

Moreover, the application of XAI algorithms to the results of the classification prob-

lem aims to evaluate them and compare them in terms of which one of them provides 

better insights to teachers and practitioners. 

2 Language Learning: Processes and Challenges 

 In recent decades, language learning has garnered significant attention among 

linguistic scientists [14]. It is widely recognized as an active and continuous process 

that begins at birth and persists throughout life [15]. It is an ongoing endeavor that 

encompasses various stages of development, from early childhood to adulthood [16]. 

Additionally, language learning plays a crucial role in establishing relationships with 

family members and friends, while also aiding in the comprehension and organization 

of the world [15]. Language learners of all ages actively engage in acquiring new 

vocabulary, mastering grammatical structures, and refining their communicative skills 

[16]. Linguistic scientists worldwide are dedicated to deriving valuable conclusions 
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and correlations from their research in this domain [17]. Researchers in linguistics 

strive to unravel the complexities of language acquisition, drawing valuable insights 

from their investigations [18]. 

Language learning presents several challenges that vary across individuals and 

contexts [19]. Learners may encounter difficulties in pronunciation, grammar, vocab-

ulary acquisition, or cultural adaptation [20]. Factors such as age, motivation, learning 

environment, and exposure to the target language influence the learning process [2]. 

Understanding these challenges and developing effective instructional strategies are 

essential for facilitating successful language learning outcomes [16]. Research in this 

domain aims to uncover the underlying mechanisms of language acquisition, identify 

effective instructional methods, and address the specific needs of diverse learner pop-

ulations [16]. By examining the challenges faced by language learners, researchers 

can contribute to the development of evidence-based pedagogical approaches, lan-

guage assessment tools, and interventions to support language learning across differ-

ent contexts [16]. 

3 Enhancing Language Learning with Machine Learning 

Language learning is a complex and dynamic process that involves acquiring lin-

guistic skills, comprehending grammar and vocabulary, and developing effective 

communication abilities [21]. One key area where ML has made significant contribu-

tions to language learning is in the development of intelligent tutoring systems [22]. 

These systems utilize ML algorithms to understand the unique learning needs and 

preferences of individual learners, enabling the delivery of personalized instruction 

and feedback [22]. By analyzing learner data and performance patterns, ML models 

can adapt the learning content and pace to optimize learning outcomes [22]. 

ML algorithms also play a crucial role in automated language assessment, provid-

ing objective and efficient evaluation of learners' language proficiency [23]. Natural 

language processing techniques enable the automatic scoring and analysis of learners' 

written and spoken responses, providing detailed feedback on grammar, vocabulary 

usage, and overall language proficiency [23]. This automated assessment process 

saves time for educators and allows learners to receive immediate feedback, enhanc-

ing the learning experience [24]. 

As ML models become increasingly complex and powerful, the need for interpret-

ability has gained significant attention [25]. Interpretability refers to the ability to 

understand and explain the decisions and outputs of ML models [26]. It helps build 

trust and confidence in the predictions made by these models, especially in critical 

domains such as manufacturing, healthcare and finance [25] [27] [28] [29]. Explaina-

ble AI (XAI) has emerged as a field that focuses on developing processes and meth-

ods to enhance the interpretability of ML models [25] [30]. XAI enables users to 

comprehend the inner workings of ML algorithms, understand the reasoning behind 

their decisions, identify potential biases, and assess the reliability and fairness of the 

model's outcomes [31]. XAI aims to bridge the gap between the black-box nature of 

complex ML models and the need for transparency and accountability in AI-powered 

decision-making systems [25]. 
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In conclusion, the growing complexity of ML models, the need for interpretability 

and Explainable AI has become crucial [26]. Researchers and practitioners are active-

ly working towards developing methods and techniques to enhance the transparency, 

interpretability, and trustworthiness of ML models, ultimately leading to more re-

sponsible and reliable AI systems [30]. 

4 Proposed Methodology 

In this paper, we employ and extend the proposed Knowledge Generation Model 

(KGM) (Fig. 1) for language learning [11] by consolidating advanced Machine 

Learning techniques, to deal with challenges in the language learning domain, along 

with XAI approaches to provide more interpretable and reliable findings and results.  

 

 

Fig. 1.  Knowledge generation model (KGM) for language learning. 

Specifically, the interactive and iterative Visual Analytics schema fosters complex 

decision-making processes by leveraging two main pipelines of processing data, 

namely from raw Data to Visualisation (InfoVis process) or Data Mining modeling 

through the Knowledge Discovery in Databases (KDD) processes [32], coupling with 

machine learning algorithms (Fig. 1). In this work, we focus on the process and anal-

ysis of obtained learning data as well as the outcomes interpretation by applying XAI 

algorithms, and particularly the Permutation Feature Importance (PFI) [12] and SHap-

ley Additive exPlanations (SHAP) [13]. Therefore, the importance of the selected 

features/attributes that utilized in the machine learning models will be discovered 

providing useful findings to the teachers and other stakeholders. Those findings, 

which are interesting observations derived from the data mining models and XAIs, 

lead to further interaction between the human-analyst (in our case the teachers) and 

the Visual Analytics Component (system) by following the Exploration loop (Fig. 1) 

[33]. Furthermore, the findings can be interpreted by experts (teachers) using their 

intrinsic previous knowledge in the context of the problem domain (language learn-

ing) and hence, new insights are emerged, followed by new hypotheses that should be 

analysed and evaluated (Verification loop) (Fig. 1). Finally, these iteration loops will 

conclude to the generation of new knowledge by the Knowledge Generation Loop 

(Fig. 1). The knowledge generation concerns the verification of hypotheses and exist-
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ing assumptions based on the revealed evidence. This evidence-based approach per-

mits teachers and analysts to trust hypotheses leading to gained knowledge and gener-

ate new ones [34]. Otherwise, they should discard the hypotheses and return to the 

exploration of new, undiscovered correlations in the data. Assessing the trustworthi-

ness of new knowledge depends on the collected evidence and requires a critical re-

view of the overall KDD analysis process starting from data gathering. In more depth 

the steps of the KDD [32] are following: 

1. Selection - during this step a target data set is created, by focusing on a subset of 

attributes or data samples that require further exploration and analysis [35].  

2. Pre-processing - the selected dataset undergoes pre-processing to obtain consistent 

data. Potential actions include handling missing values, detecting outliers and ex-

treme values, feature scaling and normalization. For example, extreme values out of 

rational interval for the age attribute are being detected and eliminated from further 

analysis. Moreover, some data mining methods work well when the attributes are in 

the same scale. Hence, methods for normalisation such as z-score, min-max scaling 

have been adopted [36].  

3. Transformation - by utilising dimension reduction processes the pre-processed da-

taset is transformed for further analysis. Automated processes to transform the pre-

processed data into a compatible format to be further analysed by data mining tech-

niques have been deployed [37]. 

4. Modeling - involves the development of Machine Learning methods and techniques 

for extracting or discovering previously unknown, interesting patterns or trends in a 

particular representational form that depends on the Data Mining goals (e.g. predic-

tion or classification). In this work, we have applied machine learning methods to 

deal with the classification problem in language learning as described in the follow-

ing section.  

5. Evaluation - this step is very important as the generalisation capabilities of the 

trained models are assessed. The developed machine learning models tested in terms 

of their performance against specific validation measures, such as accuracy, F1-

score etc. After the fine tuning of the parameters the best trained ML model is se-

lected [38].   

6. Interpretation – this step concerns the application of the two well-known explaina-

bility algorithms (PFI and SHAP) and interpret the results.   

5 Analysis & Results  

In this study, seven different machine learning methods were utilized, namely Lo-

gistic Regression (LR), K-Nearest Neighbors (K-NN), Linear Discriminant Analysis 

(LDA), Decision Tree (CART), Support Vector Machine (SVM), Random Forest 

(RF), and Bagging (BG) to classify Spanish Tertiary Education Learners in terms of 

their Placement Test Score. Specifically, data from the CEDEL21 database was em-

ployed.  

 
1 CEDEL2 stands for Corpus Escrito del Español como L2 (L2 Spanish Written Corpus). 



6 

CEDEL2 contains data from learners of Spanish at all proficiency levels (beginner, 

intermediate, advanced) and different L1 (means learners’ mother tongue) and ‘L2’ 

(means learners’ foreign language) backgrounds. Initially, contains 3034 registrations 

but after preprocessing the remained registrations decreased to 1473 records. We 

selected six (6) features from the dataset contained in the database due to the fact that 

they appear to be most relevant to the language learning problem. These features are 

Sex (Gender), Age, Mothers native language, Languages spoken at home, Years stud-

ying Spanish, and Additional Foreign Languages. As target variable can be employed 

the Placement Test Score (%) feature, which has classified into three distinct classes 

which are the following: Class ‘0’ below 48% (142 regs); Class ‘1’ from 48% to 

81.9% (572 regs) and finally, Class ‘2’ from 82% to 100% (759 regs).  

To improve the accuracy of each classifier the grid search approach was applied to 

investigate which are the optimal hyperparameter set for each classifier. We conduct-

ed a series of experiments using the aforementioned classifiers over the above dataset 

and their performance has been assessed in terms of the evaluation metrics (avg. Ac-

curacy). The K-NN and SVM classifiers exhibit best generalization capabilities as 

they achieved the highest accuracy over the testing set compared to the others, around 

67.11% (Fig. 2). 

 
Fig. 2. Performance (avg. Accuracy) per classifier over the training/testing CEDEL2 dataset 

5.1 Interpretation 

Feature importance refers to techniques that assign a score to input features based 

on how useful they are at predicting a target variable. Additionally, feature im-

portance scores provide insight into the data and the models, improving the efficiency 

and effectiveness of the predictive models.  

Permutation feature importance (PFI) is a technique for calculating relative im-

portance scores that is independent of the model used [12]. First, a model is fit on the 

dataset, such as a model that does not support native feature importance scores. Then 

the model is used to make predictions on a dataset, although the values of a feature 

(column) in the dataset are scrambled. This is repeated for each feature in the dataset. 

Then, this whole process is repeated a number of times. The result is calculated as a 
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mean of importance score for each input feature (and distribution of scores given the 

repeats). This approach can be used for regression or classification and requires that a 

performance metric be chosen as the basis of the importance score, such as the mean 

squared error for regression and accuracy for classification. 

In terms of explaining any black-box model, the SHapley Additive exPlanations 

(SHAP) method is, by far, the most comprehensive and dominant across the literature 

methods for visualizing feature interactions and feature importance [13]. The SHAP 

methods are not only model-agnostic, but they have been demonstrated to be applica-

ble to any type of data. The SHAP values represent the contribution of each feature to 

the prediction of each individual instance. To compute global feature importance 

based on SHAP values, the mean absolute SHAP value for each feature across all 

instances should be estimated. 

In Fig. 3 comparisons between PFI and SHAP values (in %) are illustrated per 

classifier over the CEDEL2 dataset. It should be noted that the attributes have been 

posed in descending order according to their SHAP values. The findings reveal that 

the 'Years studying Spanish' and 'Age' consistently emerge as the most influential 

features across Decision Trees (CART), Random Forest, Bagging and kernel (SVM) 

classifiers, as their SHAP and PFI values are significantly higher compared to the 

values of other attributes. For those classifiers, the ordering of importance of the at-

tributes is quite similar comparing the SHAP and PFI values. However, the magnitude 

of the contribution of these features varies depending on the model used, indicating 

the intrinsic differences between the machine learning algorithms. Slight differences 

were exhibited for the categories of the attributes that are few representatives in the 

dataset such as Languages spoken at home Japanese or Mothers native language Por-

tuguese etc.  

However, the behavior of XAIs algorithms using the linear classifiers LR and LDA 

is quite different. Features such as 'Languages spoken at home: Japanese' and 'Moth-

ers native language: Japanese' also show considerable importance, especially in the 

Logistic Regression model, suggesting potential context-specific relevance of these 

features. Nevertheless, these features don't appear to be universally significant across 

all models. Another potential explanation for this could be the fact that non-linear 

nature of the problem. Hence, those classifiers could not fit adequately into the dataset 

and their performance is low. In conclusion, this analysis underscores the importance 

of understanding and interpreting feature importance in model development and high-

lights the variability that can exist depending on the algorithm and interpretation 

method utilized. 

On the other hand, tree and kernel-based classifiers, such as CART, SVM, RF, etc. 

can adequately capture the non-linear nature of the data, hence the PFI and SHAP can 

better estimate and hierarchy of the impact of the features and also exhibit a constant 

behavior. Hence, for those models, the attributes ‘Years studying Spanish’ and ‘Age’ 

play a significant role in correctly classifying the students. 
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Fig. 3. Experimental evaluations of PFI and SHAP values (in %) over classifiers 

6 Conclusion and Future Directions 

In this work, an experimental comparison between two well-known XAI approach-

es (PFI and SHAP) in the framework of Language Learning classification problem 

has been proposed. The proposed Knowledge Generation Model (KGM) for language 

learning [11] extended by consolidating XAI approaches (PFI and SHAP) to enhance 

our understanding of language learning problems and advance the interpretability of 

ML models through the integration of XAI principles. By conducting a comparative 

analysis of these XAI approaches, we aim to deduce valuable insights into their fea-

tures and draw conclusions that contribute to the field's knowledge. 

The application and evaluation of our approach on the Language Learning Classi-

fication of Spanish Tertiary Education Students from the CEDEL2 database revealed 

noteworthy insights. In line with the principle of XAI, the primary objective of our 

study was to unveil and comprehend the 'black-box' that is often associated with AI 

models. The findings suggest that while both PFI and SHAP offer valuable insights, 

the SHAP model-agnostic method emerges as superior in terms of providing compre-

hensive visualization of feature interactions and feature importance. 

As we look to the future, we believe there are several avenues that warrant further 

exploration. Firstly, it would be beneficial to apply this approach to other datasets and 

language learning contexts to assess the generalizability of our findings. Secondly, 

while SHAP has emerged as the more comprehensive method in this study, further 

exploration of other XAI techniques could yield valuable insights and provide more 

robust explanations. Thirdly, incorporating more granular features pertaining to stu-

dent learning patterns, curriculum intricacies, and individual learner preferences could 

further enrich the model and enhance the accuracy and interpretability of the predic-

tions. This study provides a significant starting point, demonstrating the potential of 

XAI in the language learning domain. It is hoped that future research will continue to 

extend the boundaries of this approach in other sectors like industry by applying the 

KGM and XAIs to relative problems. 
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